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Abstract- Indonesia has massive palm oil plantation area. Manual evaluation of the palm oil area would take a lot of effort and time. For that reason, an automated palm oil evaluation is proposed. This paper presents an early study and its results to automated palm oil evaluation. First, an aerial image of the palm oil plantation area is obtained using unmanned aerial vehicle (UAV). The images are then stitched altogether to obtain a single image with much greater area of coverage. Next, the image is divided into several patches, and features are extracted for each patch. This paper used newly joined features to represent a color and textures of the image. The texture features are extracted using Segmentation-based Fractal Texture Analysis (SFTA). The color features are extracted using T-SNE dimensional reduction in the RGB planes. The AdaBoost classifier is adopted to determine the class of these patches and classify it into three categories, i.e. palm oil plantation, non-palm oil plantation, and non-plantation area. Individual and join features performance is tested. The result shows that texture feature alone gives 94.23% classification accuracy, whereas color feature alone yields 45.06%. The join features improves the classification accuracy by 0.85% to give 95.08%.
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I. INTRODUCTION

Palm oil is one of the primary commodity in Indonesia. Ministry of Agriculture of the Republic of Indonesia said that the acreage of palm oil plantations in Indonesia is now about 8 million hectares, twice as many as in year 2000. This number is expected to rise to 13 million hectares in 2020. In 2008, the palm oil plantations was 7 million hectares, with a production of 19.2 million tons. With these vast and hard to reach areas, it is hard to evaluate all of the plantation areas manually.

In order to solve the problem of mapping and monitoring plantation region, Unmanned Aerial Vehicle (UAV) has been used by many researchers. UAV with RGB camera mounted on it was used to capture a wider area coverage. Aerial images have much information about a covered area. This information used by researchers to monitor a remote area [1]–[3] or wide vegetation area [4], [5]. Aerial image processing also popular for another reason such as urban aerial mapping [2] and disaster prevention [6].

In recent studies, further methods were applied to extract information in aerial images [1], [4], [7]. Machine learning methods have been used to extract the information in the image and classify it into different kind of regions. Many feature extraction methods were also applied to the image i.e. Local Binary Pattern [8] and Gray Level Co-Occurrence Matrix [7], [9] to obtain the representation of the images and then classifier like SVM [7] was used to determine the class of the image area. The study in [7] can classify the region very well. However, their model still can’t differentiate an area with the same color, such as tea plantation area with a tree that grows in the region with the same color. In this paper, we propose a method to classify a palm oil plantation area into three categories i.e. palm oil tree, non-palm oil tree, and non-plantation area. A two stage approach is performed to achieve the results. These steps are feature extraction with new joined features and classification process, and it will be explained in section 3.

II. RELATED WORKS

Processing on aerial imagery taken by UAV have been done by many researchers. Harjoko et al.[7] used pictures from the UAV as a dataset to classify the tea plantation in several regions, Indonesia. This study aims to classify the tea plantation area into ready for harvest, should be revitalized and not a tea plantation area using images obtained from the UAV. In their study, joined features between Color Moment and GLCM are used as a features and Support Vector Machine as a method of classification. Their model reached 94.42% accuracy with 98.36% precision.

Gadzal et al. [5] conducted another study using NDVI video and level set methods. The study aims to monitor and estimates the vegetation area from an image taken by UAV. All the image that has been obtained by UAV were combined using a stitching method to get the whole image area. After that, the level set method is used to get the contour of the image and determine the limits of the vegetation area.

UAV research through the vegetation monitoring is also done by Mitchell et al. [1]. The study focused on the classification of the arid region of aerial imagery. In the study, data are clustered using the K-Means and ISODATA. The result from this study shows that K-means clustering method produced inconsistent results, and ISODATA generates data similar to the original data.
Finding the best representative feature in image analysis is one of the problems in classification research. Texture and color are two basic features in describing an image because it has strong links with the human perception. One way to extract the color feature is using Color Moments [10]. Color moments are scaling, and rotation invariant that characterize color distribution in an image. These features are quite robust in a light change condition, but cannot handle occlusion in an image [10]. For texture, Grey Level Co-Occurrence Matrix (GLCM) by Haralick [9] is widely used in many image classification. These features are joined features from many statistical occurrences in an image like Energy, Correlation, Contrast Level, and Homogeneity. Joined Color Moments and GLCM features are used in research conducted by Harjoko et al. [7]. In their research, they used this combined features to classify the area of tea plantation in several districts in Central Java, Indonesia.

Basically, an image with Red, Green, and Blue channel (RGB) has color properties in three channels that can be used as a feature. These resources can give information about an area or object which has a special color. Therefore, we tried to use dimensionality reduction method to extract color feature on three different channels in RGB. There are several ways to reduce the dimension of the vector, such as PCA, LDA, and T-SNE. Research performed by Maaten et al. shows that T-SNE performs better than PCA and LDA [11]. Based on this, T-SNE dimensionality reduction is performed in each channel separately and join the results into one vector. This final vector will be used as color features.

In another aspect, image texture is another representation which can be different from the spatial arrangement of color or intensities in an image. Image texture can be used to classify by using the information of perceived texture between two areas or objects in an image. GLCM and Gabor are the examples of this method which usually used to obtain the texture of the images [9], [12], [13]. In 2002, Costa et al. [13] in their research performed a new method to obtain the texture of the image, called Segmented based Fractal Texture Analysis (SFTA). Their study proved that SFTA was achieved a better result than GLCM and Gabor. Join the multi-feature is one of the best ways to improve the discrimination level of the feature. Many researchers join more than one features into one vector which represents each data. Most of them obtained better result by combining more than one features to represent each element in the data. This paper uses SFTA as a texture features and join it with a color feature.

III. PROPOSED METHOD

A. Dataset

In this experiment, we used RGB image of palm oil plantation taken from Kebun Inti II, South Sumatra province, using UAV. Each image was taken with a resolution of 3600 x 4000 pixels using UAV from around 350 meters above the ground. The images were stitched altogether to obtain one image covering much larger area as shown in Fig. 1(a). The research used 100x100 as the size of the patches (see Figure 1(b), 1(c), and 1(d)).

![Dataset image](Image313x466 to 519x678)

In this paper, T-SNE color and SFTA texture feature are used as a representative feature. These features are joined to obtain the final feature. For the next stage, features that will be utilized is the combined features $F = \{W, T\}$, which is a combination of a color feature $W$ and texture $T$.

The Image was preprocessed using Histogram Equalization to improve its contrast and median filter to remove noise in the image. The image is then divided into a smaller-sized patch of 100x100 pixels. Color and texture feature extraction is carried out for each patch. Color feature is an essential feature that is often used as the main feature for image classification. Texture features are used because the texture displayed by palm oil plantation area is different from the other trees. The extraction method used in our research is the SFTA [13] to get the texture and t-SNE dimensionality reduction [14] to get a color feature in the three channels of RGB. Thus we obtained color features $W = \{w_1, w_2, w_3, \ldots w_n\}$ and texture features $T = \{t_1, t_2, t_3, \ldots t_n\}$, where $n$ is the number of patches. The classification method used in this study is AdaBoost classifier [15].

B. Color Feature with T-SNE Dimensionality Reduction

Color feature extraction with T-SNE dimensionality reduction and texture features using SFTA is discussed in this section. Feature extraction is divided into two stages (see Fig. 2) to obtain the color and texture features.
Color feature is an essential feature that is often used as the main feature for image classification. The images which utilized in this study are the RGB image type. RGB image has three channels with color identity of red (R), green (G), and blue (B). For every images, there are $R = \{ r_1, r_2, r_3, \ldots r_n \}, G = \{ g_1, g_2, g_3, \ldots, g_n \}$ and $B = \{ b_1, b_2, b_3, \ldots, b_n \}$, where $n$ is the number of patches.

Basically, T-Distributed Stochastic Neighbor Embedding (T-SNE) [14] minimize the difference between the two-dimensional distribution of data at high and low dimensional. For example, note the value of $R = \{ r_1, r_2, r_3, \ldots r_n \}$, of the pixel values of the red entire high-dimensional patches, and $d ( r_i, r_j )$ measures the distance between the two points $r_i$ and $r_j$. First of all, T-SNE determines joint probability $p_{ij}$ which measures the similarity between points $r_i$ and $r_j$ using probabilities using the following two functions:

$$p_{ij} = \frac{\exp(-d(r_i, r_j)^2/2\sigma^2)}{\sum_{k \in R_i} \exp(-d(r_i, r_k)^2/2\sigma^2)}$$

$$p_{ii} = 0$$

$$p_{ij} = \frac{p_{ij} + p_{ji}}{2N}$$

$$q_{ij} = \frac{1}{\sum_{k \in B_i} (1 + d(r_i, r_k)^2)^{-1}} q_{ij} = 0$$

Having obtained the two similarity values in high and low dimensions, then the location of $y_i$ on low dimensional is updated by minimizing Kullback-Leibler divergence between the joint distribution in high-dimensional $P$ and lower distribution $Q$ using:

$$C(\varepsilon) = KL(P \parallel Q) = \sum_{i \neq j} p_{ij} \log \frac{p_{ij}}{q_{ij}}$$

Because of the Kullback-Leibler divergence is not symmetric, the objective function will only focus on model $p_{ij}$ (similar object) and the high value of $q_{ij}$ (embedded neighbor point) and usually minimized by lowering the gradient:

$$\frac{\partial C}{\partial y_i} = 4 \sum_{i \neq j} (p_{ij} - q_{ij}) q_{ij} Z(y_i - y_j)$$

where $Z = \sum_{k \in R_i} (1 + d(r_i, r_k)^2)^{-1}$. To make it faster in finding the gradient $\frac{\partial C}{\partial y_i}$, this study used Barnes-Hut approximation [16]. The final value of the features is $F = \{ R, G, B \}$, where $R$, $G$, $B$ are reduced vector of red, green, and blue channel respectively using T-SNE dimensionality reduction method. For the number of the dimension $s$ in this study will be varied from 50 until 250 and we will use the configuration with the best result.

C. Texture Feature Extraction using Segmentation-based Fractal Texture Analysis

Texture feature is one of the popular characteristics, represent a form of a two-dimensional image of the image region. In this study we added this feature to distinguish the texture of the area of oil palm plantation and on palm oil tree, since the color in the image is similar.

Texture features are used because the texture displayed by palm oil plantation area is different from the other trees. To extract the texture features, the Segmentation-based Fractal Texture Analysis (SFTA) [13] feature extraction is used. The results of the Costa et al. study proved that SFTA feature extraction may work better than the Gray-Level Co-Occurrence Matrix (GLCM) [9] or Gabor [17] based on their recognition rate results and the speed of the classification process.
Texture feature extraction using SFTA consists of two main stages. The first stage is Two-Threshold Binary Decomposition (TTBD) to determine the threshold and change the input into several binary images. The second stage is SFTA extraction algorithm to process the binary image processing results of the first stage. The TTBD process takes a grayscale image $I(x, y)$ along with a number of thresholds $n$ which are set by the user as its input. Next, TTBD generates a number of binary images using two threshold values from $T$. To get the value of the threshold, Multilevel Otsu Thresholding [18] is used. Otsu multi-level algorithm works to find the threshold that minimizes the variance of the input. Recursively, Otsu algorithm is applied to each image until the desired binary images is obtained using the number of threshold $n$. One of them becomes the lower limit and the other become upper limit. The segmentation process become:

$$I_b(x, y) = \begin{cases} 1 & \text{if } t_l < I(x, y) \leq t_u \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

where $t_l$ and $t_u$ is the lower and upper limit threshold from $n$.

SFTA texture features consist of three elements. First is the number of white value from the whole image, second is the mean value, and the third is the fractal dimension. For the third feature, edge detection is needed using:

$$\Delta(x, y) = \begin{cases} 1 & \text{if } \exists (x’, y) \in N_8[(x, y)]; \\
I_b(x’, y) = 0 \land I_b(x, y) = 1 \\
0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (7)

where $N_8[(x, y)]$ are neighbor pixels that connected with $(x, y)$. Therefore, $\Delta(x, y)$ will have the value of 1 if the $(x, y)$ point is 1 and have at least one neighbors that have the value of 0. Otherwise, all the value of the pixel will be set to 0.

D. Classification

Classification is the process of determining a class of an object based on the value of a given feature. There are so many techniques used for classification as Support Vector Machine, K-Nearest Neighbors, and Neural Network. However, in this study we used AdaBoost [15] for the classification. The AdaBoost classifier was proven to increase the value of "weak learner". The AdaBoost refers to a method for training the classifier by strengthening its learner value. Using increased learning value, every data will be separated easier than using original value. The AdaBoost method used in this paper is shown in Algorithm 1. After classifying the data, we evaluate our classification system based on the accuracy of predicted labels for the test files.

$$\frac{\text{number of correct classified (TP+TN)}}{\text{all samples}} \times 100$$  \hspace{1cm} (8)

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, palm oil plantation classification results will be shown. In this experiment, we used RGB image with resolution of 3600 x 4000 pixels taken from UAV with around 350 meters from the ground (see Figure 1(a)) and used 100x100 as the size of the patches (see Figure 1(b), 1(c), and 1(d)). The image was preprocessed using histogram equalization and median filter to improve contrast and remove noise. Then, we tried to find the best parameter in Texture and Color Feature. We varied the parameter of the number of threshold $n$ in SFTA and number of reduced dimension $k$ in color feature using T-SNE. In the next step, we tried to classify all the patches. We used ten-fold cross-validation using AdaBoost classifier. A one-tenth from the complete data become the test data, and the rest become the training data. This data will be repeated ten times using the different training data until all the data are used. The mean of all the results will be used as the final recognition rate. This experiment used 127 patches area of a
non-plantation area, 638 patches of palm oil plantation area, and 181 patches area of a tree inside plantation area. We manually determine the ground truth as the basis for the performance measurement step.

In the first experiment, we varied the number of threshold in SFTA feature extraction from 5 until 25 in multiple of 5. This experiment was intended to show the relation between the number of threshold parameters (n) in SFTA with the classification performance of the method. Figure 3 shows the result of 10 fold cross validation results where accuracy is calculated to measure the performance of plantation classification using texture feature only. These features proved that for this dataset SFTA obtained the best result when n=20 and after that, there is a slight decline in the performance results. In this first experiment, we used 1000 as the number of iteration on AdaBoost classifier parameter.

The second experiment was intended to show the performance of the color feature in our dataset. We used the same parameter of the classifier with the previous experiment. The number of dimension in T-SNE dimensionality reduction become the varied parameter in this second experiment. We believed that the number dimension in dimensionality reduction become the main factor of the performance. Search for the correct number of dimension can improve the discrimination level of feature. This experiment tried to vary the number of dimension from 50 until 250 in the multiple of 50.

From Fig. 4, we can see from the chart that the result of using color feature only in this dataset is not good. These results show that even though the number of thresholds has been varied, it cannot change the result. The classification rate using only color feature is around 45% in all different thresholds. This performance is caused by the color of the dataset is the same for the entire images, except for the non-plantation area. The system can work very well in separating the plantation area and the non-plantation area, but it does not work to classify the oil palm area and the forest inside the plantation area.

In order to improve the performance, joined feature is used in the system. In the third experiment, joined feature from texture and color feature are used together. We used the best result in each feature as a parameter, i.e. n=20 for the number of threshold in SFTA and 150 as the dimension in T-SNE color feature. We varied the iteration number in AdaBoost parameter from 100 until 1000. Table 1 shows all the classification results with 10-fold cross-validation and the mean in each category. Overall, these results prove that this system can map the area correctly with the mean accuracy of 95.08% in 900 iterations (see Fig. 3). These Table also prove that joined feature gives better performance than Color or Texture feature only. However, there are some misclassified patches, especially palm oil and forest area. This case occurred because of the forest area both color and texture are similar. For future work, the system needs to be improved to perform better by adding more training data such as variation of an unhealthy plant.

**CONCLUSION**

In this paper, we proposed a palm oil area classification using join T-SNE color and SFTA fractal analysis texture feature. The first experiment shows texture feature work quite well with 94.23% recognition rate. The second experiment shows that the color feature alone doesn’t separate palm oil trees and other trees well. However, color feature separates plantation and non-plantation area quite well. In the third experiment, texture and color feature are joined into one feature and proved that this feature could improve the accuracy of the classification to 95.08%. In the future, we will classify the palm oil plantation area into a number of categories based on the palm oil condition, such as ages, health etc. We also hope that this system can be extended to map different plantation area e.g. tea, coffee, and paddy field.
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